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obtained and analyzed a PF formulation suitable for dillute
thermal alloys. Finally, with the ongoing efforts to arrive atThe phase-field (PF) method for solidification phenomena is an

open formulation based on a free-energy functional. Two common a rigorous thermodynamic formulation for nonisothermal
choices for the PF potential, here referred to briefly as the Caginalp systems [11] and to encompass fluid-flow phenomena [12],
and Kobayashi models, are compared with respect to their numeric the PF technique is likely to offer a practical alternative
results within the classical sharp-interface limit. Both qualitative

to the more traditional (and cumbersome) interface-and quantitative behavior are addressed, and an assessment of
tracking methods.the computational effort required to approximate a sharp-interface

problem is made. It is shown that the specific form of the free- The basic PF equation arises from the classical Landau
energy potential does have a strong influence on the convergence theories of phase transitions by considering a first-order
of the PF results to their sharp-interface limit. Compliance of the expansion of the free energy density in the ‘‘order parame-
PF solutions with the linear kinetic model for the interface tempera-

ter’’ p:ture is also investigated. A simple one-dimensional solidification
problem in the presence of kinetic undercooling is solved by the
PF model and also by a deforming grid method. Our results support
the view that, if care is exercised in formulating the phase– F 5 E H1

2
j 2 u=pu2 1 F(p, u)J d 3r. (1.1)

temperature coupling, there is a high degree of confidence in using
the PF method for the numerical modeling of general solidification
phenomena. Q 1997 Academic Press

F(p, u) is a double-well potential having local minima at
the p-values corresponding to the two possible choices of
the phase state at the bulk (solid or liquid), while j is a1. INTRODUCTION
gradient-energy coefficient which is proportional to the
interface length scale. In a general model, u can be anyRecently, phase field (PF) methods have become in-
relevant intensive property; in the present context, u willcreasingly attractive for the numerical simulation of solidi-
denote temperature. The time evolution of p is assumedfication phenomena. By establishing the convergence prop-
to obey a simple linear kinetic relationshiperties of the PF equations as related to their sharp-interface

model counterparts, the analysis and numerical studies of
Caginalp and coworkers [1–3] have provided the free-en-

t
p
t

5 2
dF

dp
(1.2)ergy formulation, best known in the physics community

through the papers of Langer [4] and Collins and Levine
[5], with a solid mathematical basis. Computer simulations

which is the common procedure employed in mean fieldby Kobayashi [6] on anisotropic dendritic growth in a pure
theories of critical phenomena [13] (there is no specialundercooled melt reveals (with a fairly moderate computa-
concern here about ‘‘critical points,’’ since the solid andtional effort) a richness of details, at the ‘‘microscopic’’
liquid phases are always assumed to be distinct).scale, in which the roles played by surface tension and

As for the evolution of temperature, we adopt the com-kinetic effects are fully taken into account. In a recent
mon procedure for treating energy conservation, whichseries of papers, Wheeler, Boettinger, and McFadden [7,
leads to the usual time-dependent heat equation plus a8] have applied the standard PF method to binary mixtures,
source term (representing the latent-heat release at theand more recently, Caginalp and coworkers [9, 10] have
interface); this is an ‘‘ad-hoc’’ assumption about the phase-
temperature coupling, which nevertheless has been shown1 Permanent Address: Instituto Nacional de Pesquisas Espaciais,
to yield the correct qualitative behavior of complex phase-Laboratorio de Materiais e Sensores, C.P.515, 12225-970 São José dos

Campos, SP, Brasil. front patterns during dendritic solidification [6, 14].
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It should be mentioned that Penrose and Fife [11] have
proposed a thermodynamically consistent PF formulation
based on the entropy functional and called attention to
the fact that the free energy does not need to decrease
along the solution paths in the case of nonisothermal
systems. In fact, though the PF equations are a direct conse-
quence of a few well-established statistical mechanics prin-
ciples, their specific ‘‘thermodynamically consistent’’ real-
izations are still open to research. The interested reader
is urged to follow the discussions initiated in Ref. [11]. FIG. 1. Expected spatial profile of the phase-field through a solid–

The PF equations embody a physically realistic model liquid interface.
for solidification, which is lacking in the mathematical
sharp-interface (Stefan) formulation. Nevertheless, due to

seem to have a strong dependence on the actual formthe intrinsic complicated nature of the microscopic solidi-
employed for the potential F(p, u).fication phenomena, it is difficult to access the correctness

of PF numerical results quantitatively. Lowen, Bechhoefer, 2. BASIC MODELS
and Tuckerman [15] have addressed the transition from
diffusive to kinetic-dominated regimes, through a series of 2.1. The Sharp Interface Model Problem
PF numerical simulations, but a quantitative comparison

On the microscopic scale, the classical solidificationof their results with carefully devised experiments on
problem is described as a moving-boundary problem inplane-front solidification of alloys is lacking. Caginalp and
heat transport; the conditions at the interface G(t) are theSokolovsky [3] have compared the results of their PF
Stefan (latent heat release) and the extended Gibbs–model against the classical sharp-interface limit, where an-
Thomson relations (we hereafter assume a unit, constant,alytic results are available in the absence of kinetic or
volumetric specific heat, rC 5 1):surface tension effects. The state of affairs is complicated

when one realizes that the PF equations are not unique, u
t

5 K=2u in V/G(t) (2.1a)in the sense that one is free to choose the actual form of
the potential, as long as it preserves the basic properties

Lv 5 2K[=u]1
2 in G(t) (2.1b)which gives rise to the phase transition; hence it might be

possible to generate different numeric results by choosing
u 5 2

s

Ds
(k 1 av) in G(t). (2.1c)alternative forms for F(p, u).

In the present work, we take a close look at some numeri-
Ds is the entropy scale, which is defined as the differencecal results obtained with the PF approach, aiming at a
between the entropies of the liquid and solid at the meltingquantitative comparison between two common choices for
temperature (Ds 5 L/Tm ). The kinetic parameter isthe coupling potential F(p, u), viz. the Caginalp [1] and
(as /Ds), and k is the local interface curvature.the Kobayashi [6] forms, hereafter referred as the CP and

By allowing s R 0, we obtain the classical Stefan prob-KP models, respectively. As a ‘‘bench mark,’’ we also relate
lem. The case s ? 0, a ? 0, and k 5 0 is referred as thethe numerical results with their expected classical sharp-
modified Stefan problem; the condition k 5 0 describesinterface solutions. The classical solution will include the
plane-front solidification.limiting analytical solution for the Stefan problem, and a

numerical solution based on a deforming grid for plane- 2.2 The Phase-Field (PF) Equations
front kinetic undercooling. The objective of using the The PF approach avoids the explicit treatment of the
benchmark solution is to provide a crude, but useful, crite- interface conditions (2.1b) and (2.1c). One solves instead
ria as to how much computational effort is required to a coupled nonlinear system of evolution equations for the
describe quantitatively a sharp-interface solidification phase p and temperature u fields:
problem with the PF equations. In this comparison both
the convergence properties, and the numerical error ex- aj 2 p

t
5 j 2 =2p 2

F
p

(2.2a)
pected by employing a finite-thickness interface in the PF
equations will be investigated. For the same computational

u
t

1
1
2

L
p
t

5 K=2u. (2.2b)effort, and for practical values of the kinetic coefficient,
we shall see that KP compares more favorably with the
sharp interface results, although both KP and CP yield the We adopt the convention that p 5 11 refers to liquid and
same qualitative behavior. Furthermore, for large values p 5 21 to the solid phase. The interface region, of length

pj, corresponds to intermediate values of p (Fig. 1).of the kinetic coefficient, the results of the PF equations
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The above set of equations has a simple dynamic inter-
pretation. The phase equation (2.2a) is just a linear time
evolution governed by the imbalance between the excess
interface free-energy and the restoring potential F(p, u).
The Fourier heat conduction equation (2.2b) has a source
term to account for the latent heat release at the moving in-
terface.

If the PF equations are to be employed to simulate
real solidification problems, one should expect that the
interface conditions (2.1b), (2.1c) must be satisfied by the
solutions of (2.2a), (2.2b), as the interface thickness
j R 0. Unfortunately, general results, based only on the
thermodynamic consistency of F(p, u), are lacking. The
work of Caginalp [1], however, provides a strong indication
that the usual sharp-interface limit is attained for all forms
of the free-energy potential F(p, u) in which the p–u cou-
pling is linear (i.e., 2F /pu 5 0).

Given a specific form of F(p, u), the entropy/energy/
temperature scales must obey the relationships:

Ds 5 (Sliquid 2 Ssolid) 5
F
u Uliq

sol
(2.3a)

FIG. 2. Double-well-potentials as prescribed by the CP (a, Caginalp)
Ds uu50 5

L
Tm

. (2.3b) and the KP (b, Kobayashi) models.

Note that the above relations can be used to define a
convenient entropy scale Ds, such that the actual (non-

F(p, u) 5
1

8a
(p2 2 1)2 2

Ds
2

pu. (2.5)scaled) values of temperature and latent heat are employed
in Eqs. (2.2a), (2.2b).

The (temperature-dependent) surface tension s, which
The parameter a must be chosen such that F/p exhibitsis obtained from the excess free energy at the interface
three distinct roots, near 0 and 61. Application of formularegion, can be expressed solely in terms of the potential
(2.4) leads to the value of s at u 5 0:F(p, u) (see, e.g., [16]), yielding

s 5 j21/2 E11

21
F(p, u)1/2 dp. (2.4) s 5

2
3

j

Ïa
. (2.6)

Allen and Cahn [16] have shown that the above relation
The prescription (2.5) implies that the minima of F(p, u)

remains valid if one neglects the curvature influence on
shifts from 61 continuously as u departs from 0 (Fig. 2a).

the phase field profile at the interface region.
For a finite value of a, this implies that a small amount of

The practical usefulness of the PF equations relies on
latent heat is released at positions away from the interface

the assumption that numerical solutions, obtained from
(see Eq. (2.2b)). This undesirable effect clearly fades out

(2.2a), (2.2b) for a finite value of the interfacial thickness
as a R 0. Indeed, Caginalp and coworkers [1–3, 17] have

j, are good approximations for the sharp-interface solu-
established the convergence of the PF/CP equations to the

tions of (2.1a)–(2.1c). As for the potential F(p, u), we
correct sharp-interface limit as both j R 0 and a R 0.

consider here two possible simple choices, best known in
the literature through the works of Caginalp and Ko-

2.2.2. The Kobayashi Potential (KP)bayashi.
The KP model (Fig. 2b) employs a fourth-degree polyno-

2.2.1. The Caginalp Potential (CP) mial for F, with fixed minima at 61:

In the CP model, the dependence of F on u is taken into
account through a simple linear term added to the double- F(p, u) 5

W
16

Ep

0
(1 2 F2)[F 1 2b(u)] dF. (2.7)

well potential:
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b(u) is a monotonic increasing function of temperature G(t) 5 0.396618t1/2. (3.1)
satisfying ub(u)u , !s; it is also desirable to have b(u) of
order u for u p 0, since that makes the entropy difference The temperature field and the temperature history at any
between solid and liquid a linear function of u, around time or position can also be obtained from the Neuman
the melting temperature. Following Wheeler et al. [7], we analytic solution [22].
employ a simple linear form for b(u), which proved ade-
quate during applications of the PF model to binary alloys: 3.2. Kinetic Undercooling Effects

In order to avoid velocity discontinuities at the interface,
b(u) 5

6Ds
W

u. (2.8) the effect of a nonzero kinetic coefficient (s 5/ 0 and a 5/
0 in Eqs. (2.1)) is numerically investigated as follows. From
t 5 0 to t 5 t0 , a simple Stefan solidification with a P 0The value of s at u 5 0 is then given by
is assumed; at t0 5 0.1846, the interface G(t), as prescribed
by (3.1), has reached the position x0 5 0.14, and its velocity
is v0 5 0.4616. For t . t0 , we look at the progression ofs 5

j

3 SW
2 D1/2

. (2.9)
the numeric solution for the desired value of a 5/ 0. Ac-
cording to Eq. (2.1c), the temperature at the interface
should be given bySince the p–u coupling prescribed by (2.7) is nonlinear,

no rigorous properties are known for the KP model, con-
cerning its limit as j R 0; however, a reasonable physical

2T 0 5 2
as

Ds
v0 . (3.2)argument provided by Kobayashi [6, 18] asserts its conver-

gence to the expected classical sharp-interface results. Fur-
thermore, the numerical results we are about to present

Our approach is to solve numerically the PF equationssuggest that the KP model approaches faster than CP’s
(2.2), with the initial condition for u as prescribed by thethe classical sharp-interface limit. Wheeler et al. [19] have
analytic Newman solution for the sharp interface problemalso checked the numerical behavior of the KP model in
at t 5 t0; in this manner, the kinetic undercooling effect isone- and two-dimensional space.
suddenly triggered at t 5 t0 (which resembles the sudden
appearance of facets during the growth of crystal grains).2.2.3. Other Choices and Improvements
The idea is to investigate numerically the validity of the

The CP model equation (2.5) and KP’s, Eq. (2.7), were relationship (3.2), which would be an explicit condition
considered here due to their relative simplicity, which imposed at the interface in the classical sharp model formu-
make them natural choices for a first PF implementation. lation, but which is expected to hold for PF solutions only
It should be stressed, though, that other forms of the PF in the limit of zero interface thickness. The interface veloc-
potential, as well as improved forms of the PF equations, ity dG/dt is obtained from the numerical solution by simple
have been proposed and investigated by Wang et al. [20] numerical differentiation.
and Caginalp and Chen [21], among others. These alterna-
tive choices seek thermodynamic consistency (e.g., the use 3.3. Domain of Integration, Initial, and
of a proper entropy functional), allied to better numerical Boundary Conditions
and convergence properties. We recommend Ref. [20] for

We consider the numerical solution of Eqs. (2.2) in thea clear overview and discussion.
domain x0 , x , 1.0, t0 , t , 2.0. Let us(x, t) be the
analytic solution of the prototype sharp-interface classical3. NUMERIC SIMULATIONS
Stefan problem, as described in (3.1) above. Then the
boundary and initial conditions for temperature are3.1. The Prototype Problem

Following Caginalp and Socolovsky [3], we consider the
u(0, t) 5 Tcoldsimple one-dimensional solidification of a pure substance,

with K 5 L 5 1, over a semi-infinite domain. The corre- u(1, t) 5 us(1, t)
sponding classical Stefan problem is given by Eqs. (2.1)

u(x, t0) 5 us(x, t0).with V 5 [0, y), and s 5 0. Initially, the whole domain
is at u 5 Thot 5 0.015, except at x 5 0, where it is held
fixed at u 5 Tcold 5 20.085. The analytic solution to that The initial and boundary conditions for p must be chosen

accordingly to the physical requirements of each model.problem is well known [22]; in particular, the interface
position will advance according to For the CP model, we have
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p(x, t0) 5 minimum of F [p, us(x, t0)]

closest toH21, for x # x0;

11, for x . x0;

p(0, t) 5 minimum of F [p, Tcold] closest to 21;

p(1, t) 5 minimum of F [p, us(1, t)] closest to 11.

For the KP model, these conditions reduce to

p(x, t0) 5 21, for x # x0;

11, for x . x0; FIG. 3. Detail of the spatial grid employed in the deforming grid
method, also showing the notation scheme.

p(0, t) 5 21;

p(1, t) 5 11.
thickness « (the region of space where p exhibit large

We were not particularly careful about the discontinuity gradients) is usually larger than j (typical values for the
in the initial value imposed for the phase field. Our numeric KP model, and for the CP model with a 5 1 are between
experiments indicate that there is little (if any) improve- j and 10j). Since the fixed grid method currently employed
ment if an alternative initial smoothed function is em- only makes sense when the mesh space Dx is smaller than
ployed for p(x, t). «, we always take j 5 1.25Dx:

3.4. Method of Solution j 5 1.25/N (3.3)
We discretize Eqs. (2.2) by a simple totally implicit, finite

where N is the number of spatial intervals in the domaindifference scheme over a fixed and uniform spatial grid
0.0 , x , 1.0.(first-order in time, second-order in space). The nonlinear

The comparison between the results obtained with bothterm in the p equation was treated by the source-lineariza-
potential models is done with respect to a common scaletion method of Patankar [23]; then the coupled system
of units; by choosing Ds 5 4.0, a 5 1.0 for the CP model,of discretized equations obtained from (2.2a), (2.2b) are
and W 5 8.0 for the KP model, we ensure that, for thesolved iteratively. A constant overrelaxation value of 1.7
same N, both models are solved for the same value of swas enough to attain convergence in all runs. This is per-
and j (see (2.6) and (2.9)).haps the simplest possible efficient numerical scheme one

In what follows, we shall refer to j simply as the ‘‘inter-can devise to solve the PF equations; the even simpler
face thickness,’’ meaning that the actual spatial length ofexplicit scheme becomes prohibitive at the small spatial
the ‘‘numerical’’ interface, «, is of order j for j R 0.mesh sizes required to handle the stiffness of the p equation

for small values of j. A good improvement would be to
3.6. A Deforming-Grid Methodconsider an adaptive method, which nevertheless would

require a carefully designed algorithm to handle multiple As a bench mark for comparison, a numerical solution
connected interfaces at higher dimensions. We shall con- to the classical modified Stefan problem is obtained by a
sider such refinements in a future work. The fixed-uniform front-tracking deforming-grid method. This approach is an
grid discretization is also directly amenable to optimization extension of the deforming grid method recently reported
in vector and parallel computers. by Voller and Peng [25]. The computational region, 0 ,

Lin [24] has employed a double-fixed-grid method, x , 1, is covered by a grid of N node points. Initially at
where an implicit discretization of the temperature equa- time t0 , the grid is constructed so that the solid/liquid
tion in a coarse mesh is superimposed to an explicit discreti- interface, at x 5 0.14, is located on a selected internal node,
zation of the phase equation over a finer grid. We decided labeled nf. As the problem evolves the grid is continuously
that a totally implicit scheme with source linearization is deformed so that (i) the interface always remains on node
more adequate for our purposes here, since we are looking nf and (ii) the grid spacing in the solid and liquid regions
for a precise value of the temperature at the phase front. is uniform. Figure 3 shows a schematic ‘‘snap shot’’ of the

grid at a given point of time in the calculation. Note the
3.5. Other Numerical Settings

labeling convention, i.e., upper case letters (W, P, E) refer
to the node points and lower case letters (e, w) refer toPrevious experience with numerical solutions of the PF

equations [2, 3, 6, 7, 14, 15] have shown that the interface the locations of the dividing grid lines between node points.
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Using a fully implicit finite difference integration in time, 0.0002: A fairly small value, aiming at reproducing
the results of the simple Stefan sharp-inter-the heat balance on the deforming grid in Fig. 3, for the

given test problem and thermal data, can be written as face problem;

0.002; 0.02: which correspond to values for the kinetic
coefficient encountered during actual so-FDx 1

Dt
dxW

1
Dt

dxE
1 Dt

vw 2 ve

2 G TP 5 DxoldT old
P lidification experiments;

0.08: a high value, to push to the extreme the
consequences of the nonlinear p–u cou-1 F Dt

dxE
1

Dtve

2 G TE 1 F Dt
dxW

2
Dtvw

2 G TW 1 SP , (3.4)
pling in the free-energy model.

The numerical integration was carried out with a numberwhere
of grid sizes N 5 100, 250, 500, 1000, and, in some cases,
N 5 2000. Typical processor times are shown in Table I.

Dx 5
dxE

2
1

dxW

2
, (3.5)

4.1. Interface Progression

Figures 4a,b compare the calculated interface positionve and vw are the velocities of the grid lines, and
G(t), for nearly zero initial undercooling (T 0 5 0.0002), to
the analytic solution and the numeric result of the de-
forming grid method. The KP model converges closely
to the expected sharp-interface solution, whereas the CPSP 5 3

0, if P , nf

ve 1
Dxold

2
2

Dx
2

, if P 5 nf

ve 2 vw 1 Dxold 2 Dx, if P . nf.

(3.6)
model still exhibit a small measurable deviation at longer
times. Figure 4c shows that the differences between KP
and CP become small, for increasing values of the kinetic
coefficient. Strong kinetic undercooling implies a slow

The iterative solution of (3.4) on the deforming grid, in a moving interface, with a steep phase-field profile. The ten-
given time step, is as follows: The iteration is initiated on dency of the CP model is therefore explained by the smaller
setting the current grid spacing to the old time step value. values of the source term in the heat equation, at large
After a tridiagonal solution of Eq. (3.4), the grid spacing values of 2T 0.
is updated for the next iteration by interpolating for the The overall picture, anyway, indicates that both models
undercooled isotherm in the predicted nodal temperature yield acceptable values for G(t), even at longer times, pro-
field and relocating the position of the interface node vided that N $ 250 (interfacial thickness less than 0.005).
(node nf ).

Note that: 4.2. Temperature Profile

1. The undercooled temperature is readily calculated The temperature fields at time t0 5 10.08 (shortly after
by approximating the velocity of the interface node as the onset of the kinetic effect) is depicted in Figs. 5a,b,c.

Figure 5a indicates that the results from the CP model
exhibit large deviations from the classical sharp interface

ninterface 5
xp 2 xold

p

Dt
(3.7) solution. As noted in Section 2.2.1, this could be improved

by choosing a smaller value for the parameter a in Eq.
(2.5), at the expense of increasing computational effortand then employing Eq. (2.1c).

2. The calculation of the interface velocity and the
updating of the grid often requires some underrelaxation,

TABLE Iparticularly when small time steps are employed.
Average Processor Times for the PF Simulations

Typical runs with the deforming grid method were made
employing an 80-point mesh, with a time step of 0.005; the Mean CPU

Time step time perprocessor time is about 0.05 s per time step using a PC-
N (seconds) time step MachineAT486/DX2/50MHz computer.

100 5 3 1023 0.03 s PC-AT 486/DX2 50 MHz
4. RESULTS 250 2 3 1023 0.3 s SUN SPARC-2

500 5 3 1024 0.5 s SUN SPARC-2
We considered four values for the initial undercooling 1000 1 3 1024 0.17 s CRAY-2 XMP

2000 5 3 1025 0.23 s CRAY-2 XMPtemperature T0:



262 FABBRI AND VOLLER

of the kinetic coefficient. It is interesting to note that the
discrepancy of the CP solution at early times has little, if
any, influence on the computed interface progression, as
seen in the preceding section. These simulations were done
at low values of the Stefan number C(Thot 2 Tcold)/L, so
that the interface progression is mainly governed by the
source term p/t in the heat equation.

FIG. 4. Interface position as predicted by the CP (a) and KP (b)
models. Also shown is the analytic Neumann solution and the numeric
results of the deforming grid method. Both models yield almost the same
results even for high values of the kinetic coefficient (c).

(finer meshes would be required for our fixed-grid discreti-
zation).

Figure 5b shows that the KP model yields essentially
the same results as those obtained with the deforming grid FIG. 5. PF results for the temperature profiles at time 5 0.08, as
method. Finally, in Fig. 5c we see that the differences obtained with the CP (a) and KP (b) models, for various values of the

‘‘numeric’’ interface thickness and of the kinetic coefficient (c).between the two PF models become larger at higher values
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initial interface position, at x 5 0.18, and in Fig. 6c at x 5
0.38. It is clearly seen that the CP model exhibits a fairly
larger deviation from the sharp-interface analytic solution,
more than might be expected at such a low level of kinetic
undercooling. Acceptable values for the temperature his-
tory require an interface thickness of less than 0.0025
(N $ 500) in both the CP and KP models. Under that
condition, the quantitative agreement between the results
from the KP model and the analytical solution is rather im-
pressive.

4.4. Phase versus Temperature Paths

At high levels of kinetic undercooling, even the simple
unidirectional solidification considered here might exhibit
bifurcation in the phase versus temperature paths. The
results we have just seen for the temperature history sug-
gest that the actual value of the undercooling, as obtained
from the PF equations for a given value of the interface
thickness j, is very sensitive to the model potential. We
show in Fig. 7a a detail of the temperature history at the
position x 5 0.30, and in Fig. 7b, we show the corresponding
phase versus temperature path, for an initial kinetic under-
cooling value of 20.08. It is seen that the liquid phase is
supercooled well below the actual phase transition temper-
ature. The temperature history predicted by the KP model
agrees with the results of the deforming grid method,
whereas in the CP model the liquid did not attain such
low supercooling levels. During the simulation of alloy or
solution solidification, the actual value of the attained liq-
uid supercooling can have a dramatic impact on the dynam-
ics of impurity trapping and compositional segregation.

4.5. Kinetic Undercooling at the Phase Front

The temperature at the interface (p 5 0) versus time,
for T 0 5 20.002, as obtained from the CP and KP models, is
depicted in Figs. 8a,b, respectively, along with the expected
value of the kinetic undercooling, 2(as/Ds)(dG/dt). The
interface velocity dG/dt is obtained from the calculated
interface position G(t) by numeric differentiation. We also
show the results from the deforming grid method. It is
seen that both models yield satisfactory results, provided

FIG. 6. The temperature history at x 5 0.18 (a,b) and at x 5 0.38 the interface thickness is less than 0.0025 (N $ 500); for
(c), for a very low value of the kinetic coefficient. The results of the PF

the same value of j, the numeric agreement of the KPmodels are compared with the analytic solution and with the numeric
model is clearly better than the one obtained with the CPresult of the deforming grid method.
model. A good qualitative agreement can be obtained for
a ‘‘numeric interface’’ as coarse as 0.005 (N 5 250).

At large values of the kinetic coefficient, the KP and
4.3. Temperature History

CP models yield very distinct results, particularly at initial
times (Figs. 9a,b). The results from the KP model agreeThe temperature history curves provide a severe check

of the proper convergence of numerical methods for Stefan well with the ones predicted by the deforming grid method,
provided a small correction is made in the velocity expo-problems. The curves obtained from the PF equations, for

T 0 5 0.0002, are shown in Figs. 6a,b, just ahead of the nent of the kinetic interface condition:
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KP model for values of the kinetic coefficient commonly
observed during actual solidification experiments. The KP
model yields better values for the interface progression,
temperature profiles, temperature histories, and phase-
front temperatures, as compared to the CP model for the
same interface thickness. Even at high values of the kinetic
coefficient, the KP model remains close to the linear kinetic
behavior, within the precision of our numeric calculations.
Although correct qualitative behavior are obtained from
both models for grids as coarse as 250 points, good numeric
results seems to require a ‘‘computational’’ interface thick-
ness of less than 0.0025 (within a typical macroscopic length
scale of 1.0); for two- or three-dimensional calculations,
that would require the use of adaptive methods, or else
the use of vector-parallel machines. A length scale resolu-
tion of 1023 to 1024 is in fact required to handle complicated
multidimensional solidification morphologies, if one hopes
to resolve the geometry of dendrites—and those are pre-
cisely the kind of problems for which PF methods were

FIG. 7. A bifurcation in the phase versus temperature diagram, as
obtained numerically with the PF models at x 5 0.30. The temperature
history (a) is represented in (b) as a path in the phase–temperature plane.
The maximum undercooling predicted in the liquid phase is very sensitive
to the model potential.

u 5 T0 S v
vo
Db

. (4.1)

Very small corrections in the value of b (0.98 for T 0 5
20.02 and 0.987 for T 0 5 20.08) bring the results from
the KP model in agreement with the predictions of the
deforming grid method. Such a small correction, of less
than 2%, is probably irrelevant from the practical point of
view. We therefore concluded that the KP model yields
reliable results for the temperature at the phase front even
at high levels of kinetic undercooling. It should be noted
that no correction for b can account for the values pre-
dicted by the CP model.

FIG. 8. Temperature at the interface (p 5 0) during solidification,
5. CONCLUSIONS from the onset of the kinetic undercooling effect. The convergence of

the PF results to the expected linear dependence on the interface velocity
The numerical results, obtained with a simple totally is shown in (a) and (b), for the CP and KP models, respectively, and

agrees well with the prediction from the deforming grid method.implicit fixed-grid control-volume discretization, favors the
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provide further indication that the PF method allows for a
reliable investigation of complex microscopic solidification
phenomena with moderate computational effort.
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